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Motivation

Standard Model Higgs vacuum may not be absolutely stable. Higgs potential
tree level

RG improved

Stability of the Higgs vacuum has been studied in various setups:
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Energy 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In the Standard Model and its modifications

In flat spacetime

during inflation 

in thermal bath 

with gravity 

seeded by local spatial 
inhomogeneities… 

… such as black holes

Vacuum decay in field theory is relevant for phenomenology.

In the present-day Universe, the decay probability is low. 
The situation can be different in different environments.
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Motivation

It’s a simple gravitational impurity — curved geometry


It’s a simple source of thermal radiation — quantum vacuum

Far rainbow

Inhomogeneities accelerate phase transition… What’s so special about black holes?

In general, both effects are equally important.

W. Hiscock, Phys. Rev. D35 (1987) 1161 
V. Berezin, V. Kuzmin and I. Tkachev, Phys. Lett. B207 (1988) 397 
P. Arnold, Nucl. Phys. B346 (1990) 160  
V. Berezin, V. Kuzmin and I. Tkachev, Phys. Rev. D43 (1991) 3112 

The problem is not new…

…but the interest has been revived recently.

Small (ergo hot) black holes (BHs) make vacuum decay unsuppressed.


There could be small primordial BHs in the early Universe.

If true, this would put constraints on primordial BH models or imply that the 
Standard Model is completed in the way to prevent the electroweak vacuum 
instability.
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Burning questions

Is it possible to formulate the decay problem referring only to the region outside the horizon?


Which (complexified) spacetime coordinates one should use?


What are the vacuum states characterising a BH?


What are the boundary conditions imposed for the tunnelling solution by a given vacuum state?
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Geometry, setup
Let’s be as simple as possible:

descend to 1+1 dimensions,


no back reaction on background geometry,


scalar field with unstable potential.

The metric:

— spatial infinity

— horizon

The near-horizon geometry is approximated by the Rindler spacetime.
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Figure 2: Penrose diagram of the maximally-extended BH spacetime. The tortoise coor-
dinates (t, x) cover the exterior region I. The conditions defining di↵erent vacua in the BH
background will be imposed on the past boundary of this region consisting of the past horizon
H

�, past time-like infinity i
� and past light-like infinity I

� (marked by the thick line).

and then the Kruskal coordinates

ū = ��
�1e��u

, v̄ = �
�1e�v . (2.11)

In the new coordinates the metric takes the form

ds
2 = �

dūdv̄

1� �2ūv̄
, (2.12)

which is regular as long as ūv̄ < 1/�2. The latter condition defines the range of (ū, v̄) values

covering the maximally-extended spacetime. In region I we have �1 < ū < 0, 0 < v̄ < +1.

The future BH horizon H
+ corresponds to ū = 0 and the past horizon H

� to v̄ = 0. An

important role in our analysis will be played by the past boundary of the region I where we

will impose the conditions defining di↵erent vacua in the BH background. It consists of the

past horizon H
�, past time-like infinity i

� and past light-like infinity I
�.

Let us comment on the approximation of static geometry. The metric of a realistic BH

will evolve due to its evaporation. Our approximation is valid as long as the evaporation

time is larger than the inverse of the energy scale characterizing the vacuum decay. The

latter should not be confused with the vacuum decay rate. Rather, it is set by the size of

the bubble of the true vacuum inside the false one at the moment of nucleation. On the

other hand, the exponentially suppressed decay rate determines the probability of bubble

nucleation in a unit time interval. If the inverse decay rate exceeds the BH evaporation time,

it just means that the probability for a single BH to catalyze vacuum decay is small. As

with any probability, it acquires statistical significance when one considers an ensemble of

identical BHs, whose overall catalyzing e↵ect can become sizable due to their large number.

Our analysis does not capture the highly nonstationary stages of BH formation and

complete evaporation which may have additional catalyzing e↵ect on vacuum decay. The
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Penrose diagram of the maximally-extended BH spacetime.  
The tortoise coordinates (t, x) cover the exterior region I. 

The theory:

— coupling constant
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Figure 1: Scalar potential with false vacuum at ' = 0. (a) The true vacuum exists at a
finite value of the field. (b) The potential is unbounded from below and the false vacuum
decay leads to the run-away ' ! +1.

has an exponential fall-o↵,

⌦ ⇡ e2�x at x ! �1 . (2.6)

Explicitly, we will consider the metric of a two-dimensional dilaton BH,4

⌦ =
�
1 + e�2�x

��1

, (2.7)

though most of our analysis will be insensitive to this precise form of the function ⌦(x). Note

that while the coordinate size of the near-horizon region in tortoise coordinates is infinite,

its physical size is finite and inversely proportional to �,

lh ⇠

Z
0

�1

p

⌦ dx ⇠
1

�
. (2.8)

With the choice of the metric (2.5) the scalar action becomes

S =
1

g2

Z
dtdx

✓
�
1

2
⌘
µ⌫
@µ'@⌫'� ⌦(x)V (')

◆
, (2.9)

where ⌘
µ⌫ = diag(�1, 1) is the two-dimensional Minkowski metric. We observe that the

dependence on geometry has been isolated into a position-dependent factor in front of the

potential term.

The coordinates (t, x) cover the BH exterior. This corresponds to the region I in the Pen-

rose diagram of the maximally-extended BH spacetime, see Fig. 2. To obtain this maximal

extension, one first introduces the light-like coordinates

u = t� x , v = t+ x , (2.10)

4
Some details of these solutions are given in Appendix A.
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Scalar potential with false vacuum at 

In what follows, we’ll make t complex.

We neglect BH evaporation and do not consider BH formation.
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Vacuum states

Boulware:

Hartle-Hawking:

Unruh:

See, e.g., in P. Arnold, Nucl.Phys.B346 (1990): 

P.B.Arnold / Gravity and false vacuum decay rates 185

the presence of a black hole. I must admit that any application of such a study
seems farfetched. If the black hole is large compared to the microphysical scale R0
of the tunneling problem, then a bubble nucleated outside the black hole will be
too small to notice that space is curved. Alternatively, if the black hole is small
compared to bubble size, then space will be flat over most of the region of the
bubble and the curvature in a small region at the bubble’s center will not be
noticed. The only time the curvature can have an effect is when the size of the
black hole is close to the bubble scale R0. An application would require miniholes
of just the right size, present at just the right time, in a situation where the rate of
the phase transition is relevant in the first place. Nonetheless, I address the
problem for the sake of completeness and because it is interesting.
To simplify the discussion, I shall focus on the fixed-metric limit. Much of the

discussion of sect. 3 remains valid with the metric coefficient f(r) replaced by

2GNM p.
f(r)=1— r =1—--. (5.1)

Note that p. is the horizon radius in units of R0. The euclidean manifold is R
2 x S2

and is regular at the horizon if

PH = 4~rH. (5.2)

The action and “energy” are again given by eqs. (3.3) and (3.4), and the system is
confined to r> rH. But now the choice of vacuum state must be carefully
considered. For a black hole in (unstable) thermal equilibrium with its surround-
ings, the state is a thermal distribution in the energy E with inverse Hawking
temperature /3H~This choice corresponds to assuming the euclidean manifold to
be regular as in eq. (5.2). One may also consider, abstractly, the case where there is
no radiation in the final state and the system is in the ground state of E. Both of
these choices can be investigated by searching for solutions to the euclidean
equations of motion and generalizing the flat space discussion of sect. 2. The real
situation, resulting from the collapse of a star in cold, empty space [18] corre-
sponds to neither: outgoing radiation is thermally distributed but there is no
incoming radiation. I do not know how to handle the question of false vacuum
decay in a nonequilibrium situation such as this one. I merely note that, since
radiation helps the system cross the barrier, the result should lie somewhere
between the two extremes of zero radiation and thermal equilibrium.
As in sect. 2, the euclidean formalism is on firm ground for the analysis of (3.3)

at either zero or finite temperature. For the analysis of the zero-radiation case,
euclidean time has infinite extent and the relevant euclidean solutions will evolve
from an initial state where no bubble is present. For the case of thermal
equilibrium, the relevant solutions are those with period /3~.

…

W. G. Unruh, Phys. Rev. D14 (1976) 870 

J. B. Hartle and S. W. Hawking, Phys. Rev. D13 (1976) 2188 

D. G. Boulware, Phys. Rev. D11 (1975) 1404

The quantum field:

L — left-moving modes 
R — right-moving modes

Consider the following vacuum states:

( eternal BH; BH mimickers )

( BH in thermal equilibrium )

( BH once formed in a collapse of matter )

Even without an explicit computation,  
one can expect that the decay rates are

It’s known how to compute the tunnelling solution.

… also known.
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Decay probability

Very generally, we have — transition amplitude

— initial state associated with vacuum of the free theory
— final state somewhere around true vacuum (TV)

Decay probability:
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Decay probability

Very generally, we have — transition amplitude

— initial state associated with vacuum of the free theory
— final state somewhere around true vacuum (TV)

Decay probability:

Going path-integral:

— eigenstates of the field operatorwhere
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Figure 4: (a) Contour C in the complex time plane for the calculation of the false vacuum
decay probability in the in-in formalism. It supports the bounce solution in theories with
unbounded scalar potential. Crosses show the branch-point singularities of the bounce.
(b) Singularities of the bounce in theories with scalar potential bounded from below. The
contour C must be deformed to encircle a pair of branch points.

squaring the amplitude and summing over final states,

Pdecay =
X

f2true

hi|fihf |ii ⌘ hi|Ptrue|ii , (2.38)

where Ptrue is a projector on states in the basin of attraction of the true vacuum. We observe

that the tunneling probability is given by the average of this projector over the initial state.

This average can also be written as a path integral over two sets of fields '(t, x) and '
0(t, x),

such that their values at tf coincide, '(tf , x) = '
0(tf , x) = 'f (x). It is convenient to think

of them as a single field 'C on a doubly folded time contour C depicted in Fig. 4a: '(t, x)

is the value of the field on the upper side of the contour, whereas '0(t, x) is its value on the

lower side. Of course, this is just the usual representation of averages in the in-in formalism.

Thus, we can write

hi|Ptrue|ii =

Z
D['i]D['0

i
]D['C] hi|'

0
i
, tiie

iS['C ]h'i, ti|ii , (2.39)

where the configuration 'C is such that it is close to the true vacuum at tf . Note that we

can freely shift the endpoints of the contour, which we will denote by t
up

i
and t

low

i
, to the

upper and lower half-plane of complex time. We choose them to be complex conjugate,

t
low

i
= (tup

i
)⇤.

It is now clear how to generalize this formula to an arbitrary mixed state described by

a density matrix %. To compute the decay probability, we have to average Ptrue with the

density matrix,

Pdecay = hPtruei% =

Z
D['i]D['0

i
]D['C] e

iS['C ]h'i, t
up

i
|%|'

0
i
, t

low

i
i . (2.40)

In the semiclassical limit, g ⌧ 1, the path integral can be evaluated in the saddle-point

14

’i
low

ti
up

t

C

x x

ϕ

ρ

ϕ
tf

t

t

x

x

x

x

C

a b

Figure 4: (a) Contour C in the complex time plane for the calculation of the false vacuum
decay probability in the in-in formalism. It supports the bounce solution in theories with
unbounded scalar potential. Crosses show the branch-point singularities of the bounce.
(b) Singularities of the bounce in theories with scalar potential bounded from below. The
contour C must be deformed to encircle a pair of branch points.

squaring the amplitude and summing over final states,

Pdecay =
X

f2true

hi|fihf |ii ⌘ hi|Ptrue|ii , (2.38)

where Ptrue is a projector on states in the basin of attraction of the true vacuum. We observe

that the tunneling probability is given by the average of this projector over the initial state.

This average can also be written as a path integral over two sets of fields '(t, x) and '
0(t, x),

such that their values at tf coincide, '(tf , x) = '
0(tf , x) = 'f (x). It is convenient to think
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is the value of the field on the upper side of the contour, whereas '0(t, x) is its value on the

lower side. Of course, this is just the usual representation of averages in the in-in formalism.

Thus, we can write
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where the configuration 'C is such that it is close to the true vacuum at tf . Note that we
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and t
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, to the

upper and lower half-plane of complex time. We choose them to be complex conjugate,

t
low
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= (tup

i
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It is now clear how to generalize this formula to an arbitrary mixed state described by

a density matrix %. To compute the decay probability, we have to average Ptrue with the

density matrix,
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In the semiclassical limit, g ⌧ 1, the path integral can be evaluated in the saddle-point

14

Contour in the complex time plane for the calculation  
of the false vacuum decay probability in the in-in formalism. 

``In-in’’ formalism for tunneling, cf.

Miller’74;  Rubakov, Son, Tinyakov’92;  Bonini, Cohen, Rebbi, Rubakov’99; Bezrukov, Levkov’04 
Bramberger, Lavrelashvili, Lehners, 16;  Turok’13;  Cherman, Unsal’14;  Andreassen, Fahri, Frost, Schwartz’16
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Figure 4: (a) Contour C in the complex time plane for the calculation of the false vacuum
decay probability in the in-in formalism. It supports the bounce solution in theories with
unbounded scalar potential. Crosses show the branch-point singularities of the bounce.
(b) Singularities of the bounce in theories with scalar potential bounded from below. The
contour C must be deformed to encircle a pair of branch points.
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that the tunneling probability is given by the average of this projector over the initial state.
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In the semiclassical limit, g ⌧ 1, the path integral can be evaluated in the saddle-point
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Figure 4: (a) Contour C in the complex time plane for the calculation of the false vacuum
decay probability in the in-in formalism. It supports the bounce solution in theories with
unbounded scalar potential. Crosses show the branch-point singularities of the bounce.
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squaring the amplitude and summing over final states,

Pdecay =
X

f2true

hi|fihf |ii ⌘ hi|Ptrue|ii , (2.38)

where Ptrue is a projector on states in the basin of attraction of the true vacuum. We observe

that the tunneling probability is given by the average of this projector over the initial state.

This average can also be written as a path integral over two sets of fields '(t, x) and '
0(t, x),

such that their values at tf coincide, '(tf , x) = '
0(tf , x) = 'f (x). It is convenient to think

of them as a single field 'C on a doubly folded time contour C depicted in Fig. 4a: '(t, x)

is the value of the field on the upper side of the contour, whereas '0(t, x) is its value on the

lower side. Of course, this is just the usual representation of averages in the in-in formalism.

Thus, we can write
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where the configuration 'C is such that it is close to the true vacuum at tf . Note that we
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and t
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, to the

upper and lower half-plane of complex time. We choose them to be complex conjugate,
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It is now clear how to generalize this formula to an arbitrary mixed state described by

a density matrix %. To compute the decay probability, we have to average Ptrue with the

density matrix,

Pdecay = hPtruei% =
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In the semiclassical limit, g ⌧ 1, the path integral can be evaluated in the saddle-point

14

Contour in the complex time plane for the calculation  
of the false vacuum decay probability in the in-in formalism. 
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Bounce solution
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unbounded scalar potential. Crosses show the branch-point singularities of the bounce.
(b) Singularities of the bounce in theories with scalar potential bounded from below. The
contour C must be deformed to encircle a pair of branch points.

squaring the amplitude and summing over final states,

Pdecay =
X

f2true

hi|fihf |ii ⌘ hi|Ptrue|ii , (2.38)

where Ptrue is a projector on states in the basin of attraction of the true vacuum. We observe

that the tunneling probability is given by the average of this projector over the initial state.

This average can also be written as a path integral over two sets of fields '(t, x) and '
0(t, x),

such that their values at tf coincide, '(tf , x) = '
0(tf , x) = 'f (x). It is convenient to think

of them as a single field 'C on a doubly folded time contour C depicted in Fig. 4a: '(t, x)
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In the semiclassical limit, g ⌧ 1, the path integral can be evaluated in the saddle-point
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Contour in the complex time plane for the calculation  
of the false vacuum decay probability in the in-in formalism. 

Denote the saddle-point configuration by                  .

It is a solution of the classical equation of motion                                                                  .


It lives on the contour C, its values on the upper and lower parts of the contour are complex conjugate. 


It is real at             . At               it describes the evolution of the field after tunnelling.


It must linearise in the limit                   .


In this limit, it must satisfy the vacuum boundary conditions.

Assume it is unique.

saddle-point approximation is applicable
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Bounce solution
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Figure 4: (a) Contour C in the complex time plane for the calculation of the false vacuum
decay probability in the in-in formalism. It supports the bounce solution in theories with
unbounded scalar potential. Crosses show the branch-point singularities of the bounce.
(b) Singularities of the bounce in theories with scalar potential bounded from below. The
contour C must be deformed to encircle a pair of branch points.

squaring the amplitude and summing over final states,

Pdecay =
X

f2true

hi|fihf |ii ⌘ hi|Ptrue|ii , (2.38)

where Ptrue is a projector on states in the basin of attraction of the true vacuum. We observe

that the tunneling probability is given by the average of this projector over the initial state.

This average can also be written as a path integral over two sets of fields '(t, x) and '
0(t, x),

such that their values at tf coincide, '(tf , x) = '
0(tf , x) = 'f (x). It is convenient to think

of them as a single field 'C on a doubly folded time contour C depicted in Fig. 4a: '(t, x)

is the value of the field on the upper side of the contour, whereas '0(t, x) is its value on the

lower side. Of course, this is just the usual representation of averages in the in-in formalism.

Thus, we can write

hi|Ptrue|ii =

Z
D['i]D['0

i
]D['C] hi|'

0
i
, tiie

iS['C ]h'i, ti|ii , (2.39)

where the configuration 'C is such that it is close to the true vacuum at tf . Note that we

can freely shift the endpoints of the contour, which we will denote by t
up

i
and t

low

i
, to the

upper and lower half-plane of complex time. We choose them to be complex conjugate,

t
low

i
= (tup

i
)⇤.

It is now clear how to generalize this formula to an arbitrary mixed state described by

a density matrix %. To compute the decay probability, we have to average Ptrue with the

density matrix,

Pdecay = hPtruei% =

Z
D['i]D['0

i
]D['C] e

iS['C ]h'i, t
up

i
|%|'

0
i
, t

low

i
i . (2.40)

In the semiclassical limit, g ⌧ 1, the path integral can be evaluated in the saddle-point
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In the semiclassical limit, g ⌧ 1, the path integral can be evaluated in the saddle-point

14

Contour in the complex time plane for the calculation  
of the false vacuum decay probability in the in-in formalism. 

Denote the saddle-point configuration by                  .

It is a solution of the classical equation of motion                                                                  .


It lives on the contour C, its values on the upper and lower parts of the contour are complex conjugate. 


It is real at             . At               it describes the evolution of the field after tunnelling.


It must linearise in the limit                   .


In this limit, it must satisfy the vacuum boundary conditions.

What are they?

Long story short, they are the same as for the time-ordered Green’s function 
in the corresponding vacuum      .

Assume it is unique.

saddle-point approximation is applicable
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Vacuum boundary conditions

Equation of motion for the bounce:

One can write the solution via the Green’s function:

It provides boundary conditions for               .
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Vacuum boundary conditions

Equation of motion for the bounce:

One can write the solution via the Green’s function:

Finally, the decay rate is evaluated as                     ,

 where                                                                       .
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OK, but can we proceed further?

In general, the integral equation is hard to solve.

But let’s devise a model in which the bounce has a narrow nonlinear core and a broad linear tail.

It’s quite opposite to the widely used thin-wall approximation.  
In fact, our solution is closer to the realistic bounce in the Higgs potential.

Then

One can solve the equation separately in the regions where the mass term and 
the interaction term can be neglected, then match in the overlap.

far enough from the core.
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OK, but can we proceed further?

In general, the integral equation is hard to solve.

Toy model: inverted Liouville potential with a mass term in the dilaton BH background

max
ϕ

V(  )ϕ

ϕ
1

ϕ

Figure 5: The toy model potential.

moreover, that the logarithm of their ratio is large,

ln
m
p

� 1 . (3.2)

This technical assumption will be crucial for analytic construction of the relevant semiclas-

sical solutions.

The potential has local maximum at

'max ⇡ ln
m

2

2
+ ln ln

m
2

2
, V ('max) ⇡ 2m2 ln2

m
p

, (3.3)

where we evaluated 'max up to doubly logarithmic corrections, whereas V ('max) is calculated

in the leading-log approximation. Above 'max, the potential quickly drops down and at

' > '1 ⇡ ln m
2

4
+ 2 ln ln m

2

4
it becomes negative. Note that '1 di↵ers from 'max only by the

doubly logarithmic terms. Thanks to the hierarchy (3.2), the theory possesses two intrinsic

energy scales: the mass scale m and the scale associated with the barrier m ln mp

. Both will

play an important role in the studies of tunneling solutions in di↵erent environments.

We start by studying the dynamics of the model in flat spacetime. The equation of

motion reads,

⇤'�m
2
'+ 2 e' = 0 . (3.4)

For large ' & 'max one can neglect the mass term and the equation reduces to the Liouville

equation which has a general solution

' = ln


4F 0(�u)G0(v)

�
1 + F (�u)G(v)

�2

�
, (3.5)

where u, v are the advanced and retarded coordinates (2.10), F (�u), G(v) are arbitrary

functions, and primes stand for the derivatives of these functions with respect to their ar-

guments. On the other hand, at ' . 'max the mass term dominates and the solution is
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The toy model potential. 

But let’s devise a model in which the bounce has a narrow nonlinear core and a broad linear tail.

It’s quite opposite to the widely used thin-wall approximation.  
In fact, our solution is closer to the realistic bounce in the Higgs potential.

Then

One can solve the equation separately in the regions where the mass term and 
the interaction term can be neglected, then match in the overlap.

The model admits analytic solution both for the core and tail of the bounce.

The bounce can be found analytically in the near-horizon and asymptotically-flat regions.

The bounce can be found in all three vacuum states (in a certain range of temperatures).

far enough from the core.
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Toy model: results

Suppression of the Boulware, Hartle-Hawking and Unruh 
vacuum decay as a function of BH temperature.

For the Boulware and Hartle-Hawking vacua our method is equivalent to the known prescriptions of looking 
for vacuum and finite-temperature bounces. The method allowed us to compute the Unruh bounce in a 
certain range of temperatures. 


The suppressions are in agreement with expectations:                                                and                                   .


The catalysing effect is both due to geometry and due to excitations of the field modes by the BH. Both 
effects are of the same order and closely intertwined. 


Note that                    at                  . We think it’s an artefact of working in two dimensions.
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Outlook: troubles with analytic solution

It is known that in flat spacetime, finite-temperature periodic instanton degenerates into the time-independent 
solution — sphaleron — at some critical temperature. The transition regime changes from tunnelling to classical 
jumps over the potential barrier.


Something similar happens with the Unruh bounce: at some temperature it disappears, giving way to the 
``Unruh sphaleron’’. It’s not completely clear what the latter is: our cut-and-match procedure breaks down.


In our particular two-dimensional model, we were able to find the high-temperature suppression by a simple 
analytical stochastic estimate:                                 . It doesn’t work in general. Classical simulation is needed.

Suppression of the Unruh vacuum decay as a function of BH temperature.

See, e.g., A. D. Linde, Nucl. Phys. B 216 (1983) 421 

See, e.g., D. Grigoriev, V. Rubakov, M. Shaposhnikov, Phys. Lett. B 326 (1989) 737 
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Outlook: graybody factors and more

Our toy model captures some important features of a realistic BH in four dimensions. But not all of them: 
 
— graybody factors: 
 
 
 
 
— area growth            spreading of the particle flux.


They are both expected to further reduce the Unruh vacuum decay rate. In principle, our method allows to 
take into account both of them. 


Further research may include:  
— pre-exponential factor, 
— thermal corrections, 
— dynamical gravity            window into semiclassical gravity, BH entropy,… 

The method is quite general and can be applied to many other systems.

See, e.g., R. Gregory, I. Moss and B. Withers, JHEP 03 (2014) 081 [1401.0017] 



Thank you!

Schild's ladder
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Appendix: linear modes

Orthonormality relations for modes:

Mode asymptotics:

Positive/negative frequency modes:

EOM for modes:

The effective potential for modes in the dilaton BH model.

— reflection coefficient

— transmission coefficient



Appendix: Unruh Green’s function
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Appendix: Unruh instanton far from horizon
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Figure 12: Bounce solution describing tunneling from the Unruh vacuum far away from the
BH. Left: Profiles of the bounce (black solid) and its time derivative (red dashed) at t = 0
for � = 0.87⇤U1, where ⇤U1 is defined in Eq. (5.25). Right: Zoom-in on the central region
of the left plot. We take ln(m/

p
) = 20. The grey dotted line marks the field value 'max

at the maximum of the potential barrier, see Fig. 5.

and a Euclidean portion at �⇡/� < Im t < ⇡/�, Re t = 0 (see Fig. 7a). If

bU1 ⌧ 1 , (5.23)

the core of the bounce fits entirely inside the Euclidean part of the contour. In other words,

the matching region where (5.21) is satisfied surrounds the core in Euclidean time. This

region also comfortably overlaps with the domain of validity of the expression for the Green’s

function at close separation, which is bounded by (see Appendix B.2)

|x� x1|, |t| ⌧ 1/
p

�m . (5.24)

On the other hand, when bU1 > 1, the matching procedure in Euclidean time breaks down. It

is unclear if it can be extended to higher values of bU1 by matching on the parts of the contour

parallel to the real axis.15 A careful analysis of this issue would require studying corrections

to the core and tail of the bounce which is beyond the scope of this paper. Thus, we take

(5.23) as a conservative condition for the validity of the bounce solution constructed above.

In view of the formula (5.22), it translates into an upper bound on the BH temperature,

� . ⇤U1, where

⇤U1 =
3⇡m

4

✓
ln

m
p

+ �E �

1

4

◆
. (5.25)

We will discuss what happens at higher BH temperatures shortly.

Turning to the tunneling suppression, we need to compute the integral (2.53). Unlike

Minkowski or thermal cases, we cannot deform the contour to cast this integral into the form

of an Euclidean action. Therefore, we work directly with the contour C. The computation

15
In any case, these values are bounded from above by bU1 ⌧

p
�/m, as required for the compatibility of

inequalities (5.21), (5.24).

40

Bounce solution describing tunneling from the Unruh vacuum far away from the BH.  
Left: Profiles of the bounce (black solid) and its time derivative (red dashed) at        for         . 
Right: Zoom-in on the central region of the left plot. We take            .  
The grey dotted line marks the field value      at the maximum of the potential barrier 


